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Abstract  

In this paper we propose a fully automatic and efficient method for lip contour detection. At first face region is separated from 

any background using a variation of AdaBoost classifiers trained with Haarlike features extracted from the face. After that by 

applying  the second classifier trained with  mouth Haarlike features, on face region mouth region is extracted, at last sobel 

edge detection operator applies on mouth region and lip contour is detected. Most of previous methods are based on image 

color intensity, such methods act very weak on pictures with low contrast and noise, furthermore they are very time consuming. 

Our method by using Haarlike features is very robust against low contrast and noisy images. It is also very fast, efficient and 

fully automatic.  
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Introduction 

Lip contour extraction is beneficial because it forms a 

preliminary stage of face image analysis, which is essential for 

application areas including man-machine interaction based on 

the observed human behavior, video-telephony, face and person 

identification, bimodal speech recognition, face and visual 

speech synthesis, facial expressions classification, facial image 

transformation and etc. All of these applications require an 

efficient and fully automated mouth feature extraction method 

that can be achieved using an automatic lip contour detection 

technique.  
 

Different approaches for the detection or segmentation of lip 

contours from face Images can be classified into three different 

categories these are: i. model based approach ii. color/gray level 

analysis based approach, and iii. approaches based on fuzzy 

clustering technique. 
 

Model-based techniques like deformable templates
1
, active 

shape models
2
 and snakes

3
 generally use a set of feature points 

to approximate the lip contours with spline functions and thus 

gives a model of the lip contour.  In color/gray level analysis 

based approach
4, 5

, lip segmentation is performed directly from 

the color or intensity space. This kind of algorithm often uses a 

color transformation or color filter to enlarge the difference 

between the lip and the skin. The resulting segmentation usually 

contains patches scattered in the image. For images with weak 

color contrast, this method cannot satisfactorily outline the 

boundary of the lip region. 

 

Approaches based on fuzzy
6,7 

clustering technique, the classical 

fuzzy c-means (FCM) algorithm generates a membership 

distribution using color information to minimize a fuzzy entropy 

measure. Lip segmentation is then performed using this 

distribution. In order to enhance the performance of FCM, 

different modifications of fuzzy clustering methods have been 

proposed in the past few years. Authors in
8
 introduced a new 

dissimilarity measure that integrates the color dissimilarity and 

the spatial distance in terms of an elliptic shape function. Due to 

the presence of this elliptic shape function, their method can 

differentiate the pixels having similar color information but 

located in different regions. However, from experimental 

results, it is found that these approaches cannot perform 

satisfactorily especially when dealing with images of weak color 

contrast. 
 

In this work of lip contour detection, first we have applied two 

different previously trained cascaded AdaBoost classifiers 

trained with Haarlike features in a hierarchical manner for 

detecting the face and mouth region respectively from an input 

image. Detection of lip contour is then performed from this 

isolated mouth region using sobel edge detection operator. 
 

Experimental results shows that the proposed system is fast and 

can detect lip contours successfully even from images with 

noise and weak color contrast.  
 

The rest of paper is organized as follow : a brief summary of 

proposed system is described in section II, in section III face 

and mouth region extraction method is presented. Experimental 

results are shown in section IV, and finally the conclusion of our 

paper is in section V.  
 

Methodology  

Overview of the proposed system: The proposed automated lip 

contour detection system consists of three parts. These are: i. 

face detection, ii. mouth region isolation, and iii. lip contour 

detection from the isolated mouth region. At first by applying a 

kind of filter we should reduce noises, and then we should 



Research Journal of Recent Sciences ______________________________________________________________ ISSN 2277-2502 

Vol. 2(1), 17-20, January (2013)                             Res. J. Recent Sci. 

   

International Science Congress Association  18 

convert the color image to a gray one by choosing an 

appropriate threshold value. For locating the approximate face 

region from an image, we have adopted the fast and efficient 

face finding method introduced recently by
9
. The same method, 

trained using mouth patches, has been used once again for 

isolating the mouth region from the detected face. Finally, 

detection of the lip contour has been performed from the 

isolated mouth region by applying sobel edge detection 

operator.  

 

Face and mouth region isolation: The Detector in
9
 consists of 

three parts. The first part is an efficient method of encoding the 

image data known as “integral image” that allows a very quick 

calculation of the used features. The second element is the 

application of a boosting algorithm known as AdaBoost
10

 in 

selecting appropriate features that can form a template by 

modeling an object’s variation. The third part is a cascade of 

classifiers that speeds up the detection process by quickly 

eliminating unlikely object regions. In our work, classification 

of images for detecting the face and mouth region has been 

performed using this method on the basis of the value of simple 

scalar features. The features are similar to Haar basis functions 

that operate on the grey level images, and the decision depends 

on the value of the difference of the sums computed over 

rectangular regions. Three types of features, introduced in
11

, 

have been used in our work for both face and mouth region 

detection (figure-1). For reducing the features we can use 

genetic algorithm
11

 and for classification the pictures we can use 

neural networks
12

. 

 
Figure-1 

Features used in face and mouth detection
1 

 

The value of a two-rectangular feature is the difference between 

the sums of the pixels within two rectangular regions. The 

regions have the same size and shape and are either horizontally 

or vertically adjacent. A three rectangular feature computes the 

sum within two Outside rectangles subtracted from the sum in 

center rectangle. Finally a four-rectangular feature computes the 

difference between diagonal pairs of rectangles. Two other 

types of features can easily be generated by rotating the first two 

types by 90°. For computing the rectangle features very 

efficiently, an auxiliary image representation known as the 

“integral image” has been used here that was originally 

introduced in
13

. The integral image ii at location (x, y) is defined 

as the sum of the pixels of the rectangle ranging from the top 

left corner at (0, 0) to the left of (x, y) inclusive: 

 

,

( , ) ( , )
x x y y

ii x y i x y
′ ′≤ ≤

′ ′= ∑              (1) 

 

Here i is the input image in question. The integral image can be 

computed in one pass over the original image by using the 

following recurrence relations:  

( , ) ( , 1) ( , )

( , ) ( 1, ) ( , )

s x y s x y i x y

ii x y ii x y s s y

= − +

= − +
              (2) 

 

Where s(x, y), is the cumulative row sum and s(x,-1) =ii (-1, y) 

=0. Any rectangular sum can be computed in 4 array references 

using the integral image. Number of features calculated using 

the above method for each sub-window is far larger than the 

number of pixels in the sub-window. Although each feature can 

be computed very efficiently, computing the complete set is 

prohibitively expensive. So, a variant of AdaBoost
14

 has been 

used both to select a very small number of significant features, 

and to train two different cascade of classifiers using the 

selected features for detecting the face and mouth region. 

Detailed algorithm for constructing such cascaded classifiers 

can be found in
13

. 

 

The method requires a set of positive and negative image 

samples of both face and mouth respectively to build such 

classifier. For the face detector, used positive examples are 

human faces and the negative examples are regions known not 

to contain a human face. Similarly, for the mouth region 

detector, image patches centered on mouth region have been 

used as positive samples, and the image patches that are 

randomly displaced from mouth but reside within the face 

region have been used as negative samples. To achieve 

robustness of the mouth detector against the variation of mouth 

region caused by different facial expressions, positive samples 

of the mouth are created from the images of various facial 

expressions. Total 2400 positive and 2600 negative samples 

have been used to train both the face and mouth detector or 

Small subsets of such positive samples are given in figure-2. 
 

Finally, the trained detectors are scanned across the input image 

at multiple scales as well as locations in a hierarchical manner 

for detecting the face first and then to isolate the mouth region 

from the detected face. 
 

Results and Discussion  

Steps: As describe before to implement the proposed method 

we use AdaBoost classifiers to detect face and mouth regions. 

So, the classifier is trained using Haarlike features extracted 

from face and mouth. The only use of color intensity is very 

time consuming, so Haarlike features instead of using color 

intensity is introduced in
14

. 
 

AdaBoost function is consisting of two sections: the weak 

classifier and boosting section. The weak classifier tries to find 

the best threshold value for classification. Boosting section calls 

the weak classifier several times. After each classification 

weight value for misclassification samples is change. This 

method forms a sequence of weak classifiers that act as a strong 

one. 
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Extracting such features is describe in face and mouth region 

isolation section.  

At last the sobel edge detector operator is applied on mouth 

region to extract lip contour. 

 
 

 

 

 

 

 

 
 

Figure-2 

A subset of positive face and mouth samples 

 

 

 

  

Figure-3 

The results of proposed system 

Input image Lip contour Detected mouth Detected face 
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Experimental results: Haarlike features extracted from face are 

given to AdaBoost classifier as input and face region is 

extracted. Then by giving features extracted from mouth as 

input to second AdaBoost classifier the mouth region is 

extracted. 

 

After that by applying the sobel edge detector on mouth region, 

lip contour is detected. For evaluating the performance of the 

developed automated lip contour detection system, it has been 

applied over Cohn-Kanade AU-Coded Facial Expression 

Database
15

. 

 

The Cohn-Kanade AU-Coded Facial Expression Database 

includes 2105 digitized image sequences from 182 adult 

subjects of varying ethnicity  (69% female, 31% male, 81% 

Euro-American, 13% Afro-American and 6% other groups), 

performing multiple tokens of most primary FACS (Facial 

Action Coding System) action units. In figure-3 you can see the 

obtained results. 

 

Conclusion 

A fully automated technique of lip contour detection using 

Haarlike features is presented in this paper.  Experimental result 

shows that the developed automated lip contour detection 

system is quite robust against the variability of lip contours 

emerged from situations like individual appearance (spatial 

variability), locutions, facial expressions (temporal variability) 

as well as lighting (spatiotemporal variability), and performs 

satisfactorily while dealing with the images of weak color 

contrast, on the other hand time processing of our system is 

optimized. 

 

We believe that the proposed lip contour detection system can 

play a significant role in applications where fully automated 

detection of mouth feature or lip contour is necessary. 
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