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Abstract 

Big data analytics refers to the method of analyzing huge volumes of data, or big data. The big data is collected from a large 
assortment of sources, such as social networks, videos, digital images, and sensors. The major aim of Big Data Analytics is 
to discover new patterns and relationships which might be invisible, and it can provide new insights about the users who 
created it. There are a number of tools available for mining of Big Data and Analysis of Big Data, both professional and 
non-professional. In this paper, we have summarised different big data analytic methods and tools. 
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Introduction 
Big data means the datasets which cannot be recognized, 
obtained, managed, analyzed, and processed by present tools. 
Different definitions of big data have been given by different 
users of Big Data and different analysts of Big Data like 
research scholars, data analysts, and technical practitioners. 
 
According to Apache Hadoop “Big data is a dataset which could 
not be captured, managed, and processed by general computers 
within an acceptable scope”1. 
 
Actually big data was defined in 2001 for the first time. Doug 
Laney, defined the 3Vs model, i.e., Volume, Variety and 
Velocity 2. In spite of the fact that the 3Vs model was not used 
to define big data, Gartner and many other organizations, like 
IBM3 and Microsoft4 still uses the “3Vs” model to define big 
data5. In the “3Vs” model, Volume means, the dataset is so big 
and large that it is very difficult to analyze; Velocity means the 
data collected and gathered so rapidly to utilize it to the 
maximum; Variety shows different types of data like structured, 
semi-structured and unstructured data i.e. audio, video, 
webpage, and text. IDC (International data Corporation), one of 
the most dominant leaders in the research fields of Big Data, is 
of different view about Big Data. According to an IDC report of 
2011 “Big Data technologies describe a new generation of 
technologies and architectures, designed to economically extract 
value from very large volumes of a wide variety of data, by 
enabling the high-velocity capture, discovery, and/or analysis”6. 
According to this definition, big data characteristics can be: 
Volume (huge volume), Variety (various types and structure of 
data), Velocity (quick creation), and Value (great value but very 
low similarity). 
 
This 4Vs definition draws light on the meaning of Big Data, i.e., 
examining the concealed values. The definition specifies the 

most crucial point of big data, i.e. to explore new values from 
datasets7,8. 
 
Big Data Processing Framework2 
Big Data processing framework: META Group Research gave 
a three tier structure of “Big Data mining platform” (Tier I). 
Tier I emphasizes on low-level data accessing and computing. 
Tier II emphasizes on information sharing and privacy, and the 
domains and knowledge of Big Data application. Tier III 
emphasizes on mining algorithms. 
 

 
Figure-1 

Big Data Framework Processing2 
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Big Data Analysis1 
Big Data Analysis mainly involves analytical methods of big 
data, systematic architecture of big data, and big data mining 
and software for analysis. Data investigation is the most 
important step in big data, for exploring meaningful values, 
giving suggestions and decisions. Possible values can be 
explored by data analysis7. However, analysis of data is a wide 
area, which is dynamic and is very complex.  
 
Traditional Data Analysis: Traditional data analysis means the 
proper use of statistical methods for huge data analysis, to 
explore and elaborate the hidden data of the complex dataset, so 
that value of data can be maximized. Data analysis guides 
different plans of development for a country, predicting 
demands of customers, and forecasting the trends of market for 
organisations. Big data analysis may be stated as a technique of 
analysis of a special data. So, most of the traditional methods 
are still used for big data analysis. Many traditional data 
analysis methods are represented here from statistics and 
computer science. Factor Analysis, Cluster Analysis, 
Correlation Analysis, Regression Analysis, A/B Testing, 
Statistical Analysis, Data Mining Algorithms. 
 
Big Data Analytic Methods1 
In the Big Data era, everybody wants to concentrate on 
extracting key value and information from the huge dataset to 
achieve objectives of their organisation. Now a days, the main 
methods of big data analysis used are: 
 
Bloom Filter: Bloom Filter method is collection of Hash 
functions. Main concept of this method is that bit arrays are 
used to store data Hash values. Bit arrays are actually the bitmap 
index for the storage of lossy compression of Hash functions. Its 
advantages can be high space efficiency and high query speed. 
Its disadvantage is misidentifying values. 
 
Hashing: Hashing method mutates data into smaller index and 
numeric values. Hashing has advantages like fast reading, 
writing, and querying speed, but it is very difficult to calculate a 
correct Hash function. 
 
Index: Index is an efficacious method for cutting the disk 
reading cost and disk writing cost, and increasing the speed of 
query insertion, deletion, and modification. Disadvantage of this 
method is the extra cost of storage of index files. 
 
Triel: A derived form of Hash Tree, is also called trie tree. This 
method is mostly used for fast retrieval. In this method, to 
improve efficiency of query, the common prefixes of strings of 
character are used to reduce comparison. 
 
Parallel Computing: In contrast to the serial computing, 
parallel computing refers to utilisation of resources 
simultaneously to complete a task. The main idea behind this 

method is to fragment a problem and allocate them to different 
processes for achieving co processing. Some parallel computing 
models and low level tools are MPI (Message Passing 
Interface), Map Reduce, and Dryad. These low level tools are 
very difficult to use and learn. Some high level parallel 
computing tools are developed like Map Reduce uses Sawzall, 
Pig, and Hive, and Dryad uses Scope and Dryad LINQ. 
 
Tools for Big Data Mining and Analysis1 
Different commercial and open source software are available for 
Big Data Mining and Analysis. Five most frequently used 
software are: 
 
R1: R is an open source environment. It is proposed for 
visualization, analysis and data mining. R is a collection of 
software facilities for9, i. Reading and manipulating data, ii. 
Computation, iii. Conducting statistical analyses and iv. 
Displaying the results. 
 
R is the next version of S language which was developed by 
AT&T Bell Labs for data extraction and statistical analysis. 
When complex tasks are processed, the module in C,C++ and 
Fortran can be called in R environment. We can also directly 
call objects of R in C. According to KDNuggets survey of 2012, 
R is more popular as compared to S. In a survey of “Design 
languages you have used for data mining/analysis in the past 
year” of 2012, it was on the top rank, above Java and SQL. 
After the success of R, Teradata and Oracle also launched the 
products which supported R. 
 
Excel1: Excel of Microsoft Office, has robust data computing 
and statistical analysis capabilities. Some plug-ins like Analysis 
ToolPak and Solver Add-in are installed with Excel which have 
many capabilities of data analysis. Excel is a commercial 
software. 
 
Rapid-I RapidMiner1: According to KDnuggets in 2011, 
Rapidminer is ranked at number 1 and also more frequently 
used as compared to R. R is open source software which is used 
for machine learning, data mining, and predictive analysis. It 
was developed in the University of Dortmund in 2001 and has 
been further maintained by Rapid-I GmbH. Data mining 
programs developed in RapidMiner follow the process of 
Extract, Transform and Load (ETL). Written in Java Rapid-
Miner combines the WEkA’s methods and implements them in 
R. The flow of process may be represented as a series of 
production of a factory in which data is considered as input and 
model as output. RapidMiner is a flexible analysis tool which 
bestow upon a large variety of methods like statistical analysis, 
correlation analysis, regression analysis, cluster analysis etc.10 

 

KNIME1: KNIME (Konstanz Information Miner) is a open-
source platform for data consolidation, data processing, 
analysis, and data mining11. KNIME creates data flows visually, 
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to execute the procedures, provides results and creating models 
and views. 
 

 
Figure-2 

Flow of data in a Knime 12 
 
The three main principles of KNIME are12: i. Visual and 
interactive framework: Drag and drop option can be used for 
combining various data flows of a variety of processing units. A 
variety of application models can be achieved by data pipelines. 
ii Modularity: In order to enable easy distribution of 
computation and allow for independent development of 
different algorithms modularity should be followed. 
 
Written in Java, KNIME provides many functionalities which 
can be used as plug-ins. Users can process different files, 
pictures by using plug-ins, and can apply into different open 
source environments, like R and Weka.  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure-3 
KNIME follows the following steps 

 
This process is implemented in a envisioned environment. 
KNIME is a module-based architecture which can be expanded. 
Its processing units are not dependent on data containers. 
KNIME nodes and views can be expanded. 
 
Weka/Pentaho1: Waikato Environment for Knowledge 
Analysis abbreviated as WEKA, is an open-source data mining 
software which written in Java. Weka allows capabilities like 
data processing, classification, regression, clustering, and 
visualization, etc. Pentaho is a popular open-source software for 
Business Intelligence. It has several tools for analysis, data 
integration, and data mining, etc. 
 
Conclusion 
Big Data Analytics is a hot research topic among the database 
researchers as well as the business community. However, 
currently we have different methods to analyse big data which 
we have mentioned in our paper but there is a lot of scope to 
create or invent new method of analytics. There are different 
tools and open source software available. Some of which we 
have mentioned briefly in the paper. There is a scope for the 
future research to compare the tools and find out the best in a 
particular situation by applying it. Also new can always be 
searched and invented. There are many more issues which can 
be further investigated like: Big data privacy and security, 
completeness, Data Quality etc. 
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