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Abstract 

Detection of user mode is one of the main arguments used in all systems such as expert systems, as a significant Parameter. 

Hidden Markov model is one of the most important models in speech recognition, that the several strong researches 

confirmed this method. This research attempts to recognize person’s voice based on the mathematical model of the emotional 

detection by recognizing its voice.  
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Introduction 

Expert system needs speech recognition tools for interactive 

behavior to the user as input method; this Research Article is an 

attempting on human’s behaviors recognition. There are many 

studies have been conducted and several systems have been 

proposed based on this plan. Van den Broek E. and Westerin 

recognized the person’s emotion by using a system based on the 

Galvanic Skin Response(GSR) and signals electromyography 

(EMG) during the 24-hour that was taken at every two minutes 

and used them as context of pervasive systems. Signals was 

measured during playback of different films to implement this 

system
1 
(Figure-1). 

 

 
Figure-1 

GSR, EMS Changes and distribution during playing movies for the emotion detection
1
. Hong Jet al., invented messaging 

system that by wearable sensors could detect the activity and emotion of ones and electronically published them
2 

http://www.isca.in/
http://www.isca.in/
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Hong J. et al. invented messaging system that by wearable 

sensors could detect the activity and emotion of ones and 

electronically published them
2
. 

 

 
Figure-2 

Classification of individual states
3
 

 

You et al., presented condition detecting system that requires 

speech recognition system with over 95% efficiency. In this 

method, at first, person voice convert to text and text had been 

invested according to that terms in  mental state and had scaled 

in a two-dimensional environment and then person emotion was 

recognized (Figure-2). Then recognized case will use pervasive 

computing input value
3
. 

 

Hidden markov model: When we can’t see states in markov 

chains, we have to use a specific model of markov that named 

HMM (hidden markov model). Dynamic network based on the 

Bayesian can be a most simple example of this model. LE. 

Baum with his team defined a prefect mathematical pattern for 

this model. Also Ruslan L. and co-workers’ attempt has a very 

similar method on optimizing a filtering in the nonlinear format 

that focused on process modeled by stochastic can be named as 

the debut explanation functions based on the forward-backward 

template. 

 

Basic markov chains have some states can be observable for 

visitors and consequently probability of move from state are the 

essential parameters for solving problems. In the Hidden 

Markov model there aren’t any visible state that we can find 

states. We have to used generated value of model to specific 

value in the favorite time’s model state. 

 

A Markov chain (Discrete-Time Markov Chain or DTMC) 

named after Andrey Markov is a mathematical system that 

undergoes transitions from one state to another on a state space. 

It is a random process usually characterized as a memoryless: 

the next state depends only on the current state and not on the 

sequence of events that preceded it. This specific kind of 

"memorylessens" is called the Markov property. Markov chains 

have many applications as the same as statistical models of real-

world processes. 

 

A Markov chain is a sequence of random variables like X1, X2, 

X3, ... with the Markov property, namely that, given the present 

state, the future and past states are independent. Formally, 

 

Pr 𝑋𝑛+1 = 𝑥  𝑋1 = 𝑥1 , 𝑋2 = 𝑥2 , … . , 𝑋𝑛 = 𝑥𝑛) = Pr 𝑋𝑛+1 =
𝑥  𝑋𝑛 = 𝑥𝑛)  (1) 

 

If both sides of the equation are well defined. The possible 

values of Xi form a countable set S called the state space of the 

chain. Markov chains are often described by a directed graph, 

where the edges are labeled by the probabilities of moving from 

one state to the other states. 

 

Variations: Continuous-time Markov processes have a 

continuous index. Time-homogeneous Markov chains (or 

stationary Markov chains) are processes that whole range of n 

parameter. There aren’t any dependency between n and 

transition’s probability. 

 

Pr 𝑋𝑛+1 = 𝑥  𝑋𝑛 = 𝑦) = Pr 𝑋𝑛 = 𝑥  𝑋𝑛−1 = 𝑦) (2) 

 

A Markov chain of order m (or a Markov chain with memory 

m), where m is finite, is a process satisfying 

Pr 𝑋𝑛 = 𝑥𝑛  𝑋𝑛−1 = 𝑥𝑛−1, 𝑋𝑛−2 = 𝑥𝑛−2, … . , 𝑋1 = 𝑥1) 

= Pr 𝑋𝑛 = 𝑥𝑛  𝑋𝑛−1 = 𝑥𝑛−1, 𝑋𝑛−2 = 𝑥𝑛−2, … . , 𝑋𝑛−𝑚 =
𝑥𝑛−𝑚 ) 𝑓𝑜𝑟 𝑛 > 𝑚 (3) 

 

In other words, the future state depends on the past m states. It is 

possible to construct a chain (Yn) from (Xn) which has the 

'classical' Markov property by taking as state space the ordered 

m-tuples of X values, i.e. Yn = (Xn, Xn−1,..., Xn−m+1). 

 

Implementation: In the sampling phase, 30 persons say 10 

words in the common, sleepy and angry emotion and save them 

into the WAV files, and then the samples are named according 

to Table-1. 

Table-1 

Guidance of the sampled file name 

Description Symbol 

Person number pXXX 

Sampled emotion number cXXX 

Sampled term number sXXX 

 

Preprocess blocks: Preprocessing block in both state and 

speech recognition system and also in training and testing 

phases have the same behavior, therefore, in this section have 

been investigated separately. 

 

Sound sensor (microphone) inputs after crossing blocks of 

feature extraction and vector quantization, which are converted 

into a numerical vector, can be used into the hidden Markov 

model statistical system. 
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Figure-3 

Diagram of sound preprocessing 

 

 

Feature Extraction Block: The block goal is to convert a raw 

sound signal (Figure-5) to a range of different features that are 

smaller than the raw signal, but the samples resolution can be 

acceptable. 

 

There are various methods can be implemented in this phase, 

but a statistical method that based on frequency domain named 

Cepstral analysis method, was employed. After separation of the 

extracted data into multiple frames Pearson correlation 

coefficients make Cepstral Coefficients and the coefficients as 

the features of the system are considered, and then sent to the 

vector quantization unit
4
. The feature extractions block structure 

can be observed in Figure4. Audio signal inputs into block and 

Cepstral coefficients are abroad. 

 

 
Figure-4 

Workflow of feature extraction Block 

 

Vector quantization block: To reduce the load on CPU and 

reduces the storage space required, we are reducing the number 

of input vector by this block In this block, the feature vector 

inputs and then apply the k-means clustering algorithm based on 

the factor K (number of clusters) to increase the system 

processing duration. The K value is higher, greater accuracy and 

speed decreases and vice versa. Sampled audio format without 

compressing files (WAV) and the bit rate is 705 kbps sampled. 

The population aged 50 years and has collected samples of both 

types of sex. 

 
Figure-5 

Diagram raw signal sampled 
 

 
Figure-6 

Diagramof sampled signal after feature extraction phase 

 

Table-2 

Parameters used in the implementation of the preprocessing 

Value Parameter 

320 Frame Number 

80 ms Frame spacing 

500 Iteration number ink-means 

12 Cepstral Coefficient number 

10 Cluster count created by k-means 

12 LPC 

 

For each sample, the input signal after passes the feature 

extraction block makes a sequence of observations. This trail is 

a large range of system variables required and training time 

greatly increases. So a large number of data in the training and 

testing phase needs the heavy processing ,parameters vary with 

time, so the extracted feature vectors, are not the same size for 

each sample. Posed problems should be reduced to a fixed 

number of vectors to the ability to find practical use. We are in 

need of a new vector; K parameter is the length of the vector. 
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Table of parameters used in the processing power of the system 

and the expected time in the training phase of the system 

parameters are subject to change. These parameters can be 

reduced by reducing the load of processing system. 

 

Sample diagrams of p001_c001_s001.wav. Raw signal in 

Figure-5, and the feature extraction result in Figure-6, and 

vector quantization process result can be found in Figure-7. 

 

 
Figure-7 

Chart sampled signal after feature extraction phase and 

vector quantization 

 

Training System Phase: In training phase, input sounds 

according to the emotions index, are divided into three groups. 

Each group participates in ahidden Markov model training. 

 

 
Figure-8 

Block diagram of the training (emotion detection) 

 

A hidden Markov model randomly generated, and every voice 

input already has passed thepre-processing block, by the 

forward-backward algorithm, hidden Markov model amounts to 

a better place. All samples of this practice will be train and 

eventually will be stored. This is done for the next emotion. 

This block diagram can be seen in Figure-8. 

 

Testing system phase: In this phase, the hidden Markov model 

is trained for each emotion. Voice input after passing through 

the pre-processing block, a single hidden Markov model, is 

analogous to a forward algorithm and the maximum value is 

chosen as recognized emotion. 

 

Implementation results: In the test phase, for each of the 

twelve samples tested, six were in the first stage, the data are of 

very low quality and there was a noise, and then the next six are 

data that a good quality and low noise made have. Table-2 

shows the symbols used in the sampling emotion, is ideal that 

stars symbols be in a line in front of angry mode (the 

thirdaxisy), triangle symbols be in front ofa line of sleepy 

emotion (second centric y) and square symbols be in front of a 

line of normal emotion (about the first axis, y), and the 

displacement of each iconic symbol other than the location 

indicator is a wrong emotion recognizing by this system. 

 

Table-3 

Guide to the symbols used in the result diagrams 

Symbol Emotion 

 Normal emotion sample 

 Sleepy emotion sample 

 
Angry emotion sample 

 

 
Figure-9 

Results of per 36 samples tested implementation of the first 

phase of “two” word 
 

In Figures-9 and 10, the horizontal axis represents the number 

of experimental data in three cases, and the vertical axis 

represents the detected emotion. 
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Table-4 

Results of emotion detection 

Learning type Testing type Emotion detection result 

Data Noise Data Noise True % False % 

Single word Without noise Single word Without noise 96 4 

Single word Without noise Single word 
Noisy and Without 

noise 
67 33 

Single word 
Noisy and Without 

noise 
Single word Without noise 67 33 

Single word 
Noisy and Without 

noise 
Single word 

Noisy and Without 

noise 
75 15 

Multi words Without noise Single word Without noise 96 4 

Multi words Without noise Single word 
Noisy and Without 

noise 
66 34 

Multi words 
Noisy and Without 

noise 
Single word Without noise 75 15 

Multi words 
Noisy and Without 

noise 
Single word 

Noisy and Without 

noise 
74 16 

Average 77 23 

 

 
Figure-10 

Results of implementation of the second phase of the 

experiment, for 36 instances of the word “four” 
 

Conclusion 

One of the most important issues in the implementation of this 

system is the right way of sampling. In this implementation of 

some words, a breakdown of normal and sleepy emotion was 

very difficult and did not make a significant difference between 

some of the samples; because practical sampling was very 

difficult when the person is sleepy, In instances where there is 

no much difference between the samples, no appreciable 

difference in performance with other models, But the words 

being pronounced manner than they are different conditions, 

The different samples in different states, the greater the 

difference between this system and other systems is very 

sensible. 
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