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Abstract 
This article deals with the problem of finding an integer optimal allocation of sample sizes in stratified sampling design 
as a problem of multi-objective optimization. In this paper tertiary objective stratified sampling design is converted into 
linear/non linear plus fractional goal programming. Then a fuzzy goal programming approach is used to solve the 
converted problem through LINGO. When a non integer solution is obtained then Branch and Bound method is used to 
obtain the integer solution. Numerical illustration is also given for the demonstration of proposed approach. 
 
Keywords: Stratification, optimal allocation, goal programming, fractional programming, Taylors first order 
approximation, branch and bound method. 
 

Introduction 
Sometimes it is desirable to divide the whole population into 
several sub-populations in order to estimate the population 
parameter. This is achieved by a technique known as 
Stratification, in which the population size N  is first divided 
into L strata of sizes LNNN ,..,, 21  respectively. Strata 
are non overlapping and they together compromise the whole 
population i,e NNL

i i  1
. There should be homogenity 

within and heterogeneity between strata. When the strata have 
been determined, a sample is drawn from each stratum. These 
drawing are made independently in different strata. If the 
simple random sampling (SRS) is taken in each stratum, the 
whole procedure is described as stratified random sampling. 
Thus the problem in which sample sizes are optimally chosen 
is known as problem of optimal allocation. The problem of 
optimal allocation for univariate stratified population was first 
considered by Neyman1.  
 
Optimum allocation of sample sizes to the various strata has 
been stated as a non linear mathematical programming 
problem in which the objective function is the cost subject to 
a variance restriction or vice versa. The problem of optimal 
allocation in stratified sampling designs discussed by several 
authors (see, for example, Gosh2, Yates3, Hartley4, Folks and 
Antle5, Aoyama6, Gren7, Kokan and Khan8, Chatterjee9, 
Bethel10, kreienbrock11, Khan et al.12. Ahsan et al.13, Kozak14, 
Ansari et al.15, etc). Multiobjective linear plus linear fractional 
programming problem solutions are found in Hirche16, 
Chadha17,Jain and Lachhwani18, Schaible19, Sukhatme et al20 
etc. In stratification the Values of iN  must be known. 
However, in many practical situations, it is usually difficult to 
perform stratification with respect to the characteristics under 

study especially because of physical and cost considerations. 
Generally, the stratification is done according to 
administrative grouping, geographic regions and on the basis 
of auxiliary characters. In this paper we propose an algorithm 
in which the problem of tertiary objective stratified sampling 
design is converted into linear/non linear plus fractional goal 
programming. 
 
Problem formulation 
Consider a population of size N divided into L strata of sizes 
N1, N2 , . . . , NL , such that





L

i
NN i

1

 . Also, we assume 

samples are drawn from each stratum independently such that 

1

L
nn i

i




. Since sample mean denoted by y  is an unbiased 

estimate of Y  the population mean. Let iy  denotes the 

sample mean for ith stratum is an unbiased estimate ofY i  the 
stratum mean such that  
 

 1 1,2,3,...
1

ni
for all i Ly yi ihni h

 


. 

 

Then 1

1 1

L L
y y yN Wi ii iN i i

  
 

 

 
The precision of this estimate is measured by the variance of 
the sample estimate of the population characteristicsY . 
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 is constant and it is sufficient to minimize
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. Also, coefficient of variation is given by 
1 / 2

( )( )( ) ( ( ))
1

LV y aSD y iCV CV y Y
nY Y i i

 
     
  

 

The problem of optimum allocation involves determining the 
sample sizes that minimize the total variance subjected to 
sampling cost. The sampling cost function is of the form 

1

LoC cc ni i
i

  


 

Where, co  = Overhead cost and C is the total budget available 

in the survey. ci  = cost per unit in the thi  stratum. 

 Let *oC Cc  .  
The tertiary objective allocation problem is given below 

Minimize **
1

L
c c ni i

i
 


 

Minimize

 

*
1

L
n ni

i
 

                                   (1) 

Minimize

 

1/ 2

( )
1

L aiCV Y
ni i

 
  
  

 

Subject to   

 

*( )
1

L aiV y v
nii

 
   

2 ,integer 1,2,3,...,i Lnn Ni i i     
 

Where v*  is prefixed variance of the estimate of the population 
mean. In this tertiary objective problem, the objective is to 
minimize the cost function, sample sizes and CV subjected to 
set of constraints variance and non negative restrictions. 
 

Linear / non linear plus fractional goal programming 
problem (L/NLPFGPP): For tertiary objective non linear 
programming problem (TONLPP) the proposed approach can 
be outlined as given below: 

Step 1: Find the maximum value of ( )F nt say it *( )F nt . if t=3, 

then our objectives are ( ), ( ), ( )1 2 3F n F n and F n subject to set of 

constraints. Let ( )1F n =cost has maximum optimal value. 

Step 2: Divide each objective individually by *( )F nt and all of 

the remaining ( )1F nt  .e,g we write 

( )( ) 32( ) ( )1 2( ) ( )1 1

F nF n
n and nt tF n F n

   fractional programming 

with two objectives. 
Step 3: we get fractional programming. 
Step 4: Add those terms (objectives) to Step 3 which are not in 
fractional programming separately. 
Step 5: we obtain (L/NLPFGPP). e, g 
 3 2( ) ( )( ) ( ) ( ) ( )1 1 2 2F n and F nn n n nt t      with 

two objectives subjected to set of constraints. 
Step 6: Define the membership function for tth objective. 
Step 7: Transform membership function bys using first order 
Taylor’s approximation. 
Step 8: Form the Fuzzy goal programming model 
Step 9: Find n* after solving transformed (FGPP). 
Step 10: if solution is non integer then use Branch and Bound 
method to get integer solution. 
Step 11: End. 
 
Numerical illustration 
The given data has been taken from Arthanari and Dodge21.The 
population contains 64 units, the stratum weights and stratum 
variance of a population divided into three strata with one 
characteristic under study is given below in the table- 1. 
 

Table-1 
Data for three strata 

i  iN  i
i

NW
N

  2
iS  2

iY  ia  

1 16 0.2500 540.0625 62.9375 33.7539 

2 20 0.3125 14.6737 27.6000 1.4330 

3 28 0.4375 7.2540 14.0714 1.3885 

 

Assume that C (available budget) =100 units including co  

and co  = 30 units (overhead cost).Therefore the available 
amount for the survey is C*= 70 units. Also, for various strata 
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the cost of measurement iC  can be assumed as

1cand1.5c,4c 321   for the cost function

1

LoC c c ni i
i

  


 

After substituting the values of the parameters given in the table 
(1) above the NLPP (1) is written as when t=3: 

1 1 2 3

2 1 2 3
1/ 2

3
1 2 3

( ) 4 1.5
( )

33.7539 1.4330 1.3885( ) / 30.52

Min F n n n n
Min F n n n n

Min F n
n n n

  
  

 
   
 

 
1 2 3

1 2 1

33.7539 1.4330 1.3885 2.90

2 16, 2 20, 2 20

subject to

n n n
n n n

  

     

                                 (2) 

 
Solving (2) through LINGO using step 1, we get

036.0)(,15.23)(,70)( 321  nFandnFnF  
Finally after using steps 2, 3, 4 and step 5. We get 
(L/NLPFGPP) in the following form 

1 3 1

2 2 2

( ) ( ) ( )
( ) ( ) ( )

Min n F n n
Min n F n n
subject to

 
 

 

   

1 2 3

1 2 1

33.7539 1.4330 1.3885 2.90

2 16, 2 20, 2 2
n n n
n n n

  

     
                                    (3) 

 
Thus the transformed problem (3) has two goals. These goals 
can be attained by solving (3) for each single objective i, e goal 
(1) = 3645.0"

1 k and goal (2) = 59.16"
2 k .  

In order to find n to satisfy the following fuzzy goals with 
fuzzy aspiration levels are 0.3645 and 16.59such that 

59.16)(,3645.0)( 31  nandn  .thus 0.6117 and 64 
are tolerance limits respectively for the above two goals. 
For the two fuzzy goals the membership functions can be 
defined as: 

1

1
1 1

1

1 ( ) 0.3645
0.6117 ( )

( ) 0.3645 ( ) 0.6117
0.6117 0.3645
0 ( ) 0.6117

if n
nn if n

if n




 




   




 (4)

 

1

1
2 1

1

1 ( ) 16.59
64 ( )

( ) 16.59 ( ) 64
64 16.59
0 ( ) 64

if n
n

n if n

if n




 




   




             (5) 
 

Using first order Taylor’s series transform membership 
function about points *

1n  = (16, 3.85, 3.32), and *
2n  = (11.77, 

2.425, 2.39) for )(,)( 21 nandn  respectively. 

3483.10210.00210.0021.0)()(

9354.00474.00025.00198.0)()(

321
*
212

321
*
111





nnnnn
nnnnn



  (6) 

 
Thus Fuzzy goal programming problem (FGP) can be presented 
as 
Minimize )(nt  
Subject to  

*

1
)( V

L

i ni

aiyV 




 
                               (7) 

Lin iN in i ,...,3,2,1integer,2    

 

The membership function defined in (7) has a maximum value 

one . Thus the aspiration level of defined membership function 

is unity as given below: 
1)(  

tt n   , Where 
t  is the over deviational variable. 

Now, Fuzzy goal programming problem (FGP) can be 
presented as 
Minimize 

t  
Subjected to 

*V
L

1i ni

a i)yV( 




                               (8) 
1tδ(n)tμ 

 L1,2,3,...,iinteger,niNini2   
Using (8) the (FGP) for (3) can be presented as 
Minimize   21   
Subject to  

21n2,202n216,1n2

2.90
3n

1.3885

2n

1.4330

1n

33.7539

12δ1.348330.0210n20.0210n10.021n

11δ0.935430.0474n20.0025n10.0198n









            (9) 

 
After solving FGPP (9) through LINGO22 software, we get

 

4.85.3nand,3.522n15.30,1n  Thus the obtained 
solution is non integer. In order to get the integer values 
NLGPP (9) is solved using Branch and Bound method. Various 
nodes of branch and Bound Method for NLGPP (9) are 
presented below in figure -1 
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In this method problem, P1 is divided into two branches P2 and 
P3.we could branch from either one. Thus we choose P2 
because it has the more nearly optimal value of the objective 
function. Again P2 is divided into two branches P4 and P5, thus 
we choose P5 as it has more nearly optimal value function. 
Similarly P5 is divided into two branches P6 and P7, thus we 
choose P7 and is divided into again two branches P8 and P9. At 
node P9 we obtain integer value and the problem becomes 
fathomed. The integer optimal solution using Branch and 
Bound method is given by .5,4,15 321  nandnn  
 

Conclusion 
In this paper teiary objective stratified sampling design is 
formulated as an linear / non linear plus fractional goal 
programming (L/NLPFGP) is solved using fuzzy goal 
programming approach through LINGO. An integer optimal 
allocation is obtained using Branch and Bound method after 
solving the fuzzy goal programming problem. 
 
 

 

 
Figure-1 

Various nodes of branch and Bound Method for NLGPP (9) 
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