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Abstract 

This review discusses some statistical concepts relevant to understanding and estimating sample size for randomised 

controlled trials (RCTs). A RCT is still the best way to compare the effects of treatments. This concept is illustrated with 

illustrative examples of equivalence, non-inferiority and superiority RCTs. The RCTs can be designed and conducted as 

superiority studies. Randomised clinical trials can be used in establishing that a proposed intervention is equivalent or 

noninferior to standard therapy rather than superior, meaning that the trials can be conducted as such studies. This research 

differs significantly in several methodological aspects because they focus on different goals. To be honest, awareness of the 

differences in clinical trial methodologies is often limited. This paper provides an overview of the methodology of this type of 

research which includes planning, execution, analysis, and reporting of trial. We hope that review article of this nature will 

be useful to biomedical researchers and other scientists in estimating sample sizes for studies in their various disciplines. 
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Introduction 

Randomised clinical studies are important to evaluate 

alternative treatments or interventions. In many applications, 

two or more forms of therapy in a clinical study can be 

compared. One is the therapy for control group and the other is 

the therapy for experimental group. In fact, a randomised 

clinical trial (RCT) remains the best method used to compare 

effect of therapies
1,2

. 
 

Determination of sample size is important in randomised 

controlled studies
3
. It is unethical to conduct a CT with a very 

small sample size and a very large sample size, which can be 

worthless if the study is not adequately powered to show a 

meaningful difference and the researcher might give participants 

a therapy that might have been established to be inferior
4
.A too 

small sample may fail to produce a conclusive and reliable 

results of a study while on the other hand, a too large sample for 

a study may be a waste of resources and time
5,6

.  

 

A very small sample may not lead to decisive and reliable 

results from a study, while on the other hand too large a sample 

for a study may be a waste of resources and time
5,6

. The 

participants required to conduct a clinical trial vary over several 

orders of magnitude. Rather than selecting a random sample size 

for the study, the investigator should consider both the variance 

in treatment response and the level of presumed treatment 

efficacy to determine the number of participants to use in the 

study to answer a scientific question
7
. 

 

Standard error (SE) of results reduces with the size of the 

sample and therefore the accuracy and power of the study is 

increased
8,9

. Nevertheless, the investigator may have a limited 

time or amount or a group of patients. However, under known 

assumptions, a medical statistician can be of help in calculating 

the appropriate sample size for the study. The possibility of 

achieving an effect of a given magnitude should be calculated 

for a given number of patients. If the only outcome variable is 

success or failure, the statistician must calculate the number of 

expected successes in the groups to determine the possible 

differences in potential clinical association between them. 
 

The calculation of sample size for United Kingdom Medical 

Research Council (UKMRC) randomised gastric surgery study 

comparing conventional versus radical surgery based on the 

consensus of the surgical members of the design team that 

suggested that five-year survival rate of conventional 0.20 to 

0.34 for radical surgery could be realistic and medically 

significant
26

. Sample size of 400 patients was used based on 

these survival rates
10

. Different statistical formulae exist for 

estimating sample sizes of various kinds of parameters and 

variables with their respective study designs. Online sample size 

calculators and software are also available to calculate a sample 

size once researchers understand better the basic statistical 

concepts required for this purpose. 
 

Components and basic statistical concepts of sample size 

estimation: The investigator is expected to understand the 

relevant components of the statistical concepts needed to 

determine the number of patients for a randomised controlled 

trial
11-13

. 

 

Null Hypothesis and Alternative Hypothesis: Hypotheses are 

usually made in randomised controlled trials to determine if 
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there is a significant change between the intervention and 

control groups. The hypothesis (H0-null hypothesis) states that 

no difference is observed and is rejected if the p-value is < 0.05, 

or worse and acceptable if the p-value is >0.05. The hypothesis 

presented against H0is the alternative hypothesis (HA), 

indicating the observed difference between the treatments
14

. The 

researcher must clearly define H0 with an appropriate sample 

size for the study. However, the test size must be set beforehand 

when estimating a sample size. 
 

Acceptable significance level  

The acceptable level of significance is denoted by α and it is a 

type-1 error rate, α = P [Type-1 error]. It is the probability of 

rejection of a true H0. In medical research, it is common to set 

significance levels of α = 5% (α /P = 0.05) or 1% (α /P = 0.01), 

meaning that the research admits that5% or 1% probability of 

the outcome being observable is due to chance rather than the 

intervention. Relative confidence levels are significant for each 

level: 95% CI for 5% (α/P = 0.05) and 99% CI for 1% (α/P = 

0.01) for significance levels. 
 

Statistical power of a study: The probability of rejecting H0-

null hypothesis when in fact it is not true is termed study power. 

An increased statistical power of a study minimizes a likelihood 

of committing a Type-2 (β) error and thus decreases the risk of 

having a false negative result
15

. Power of a study is therefore 

denoted by1-β. Quite a number of clinical studies consider 80% 

(0.8) power or mort detect a significant difference. A study 

powered at80.0% implies a likelihood of 20.0%that a significant 

difference cannot be detected even though it is present, and this 

is also consistent with the 90.0% power of large studies. 
 

Underlying population event rate: The expected primary 

event or prevalence in the experimental or control group will be 

determined as stated in the literature or previous studies by other 

means which include an observational cohort. The investigator 

should exercise caution when reporting event rates and it is even 

best to consider adjusting sample sizes in any ongoing studies, 

which is important in the circumstances that the overall event 

rate is unexpectedly low. For example, the prevalence of 

antiretroviral drugs in the treatment of HIV patients should be 

known in advance while investigating the association between 

antiretroviral drugs and HIV. 

 

Effect size: The expected effect size in a study is the absolute 

difference, that is, the difference between the frequency of 

events in the control and intervention groups. It can also be 

expressed as a comparative decrease, that is, as a corresponding 

change in the event rate with treatment. If the event rates are 

8.30% and 6.30% in the control and intervention arms, the 

absolute difference is 2.0% implying that a relative reduction of 

the intervention is 2.0%. Cohen's guideline for effect size states 

that an effect size <10.0% (0.1) is a small effect, 30.0% (0.3)–

50.0% (0.5), a medium effect, and >50.0% (0.5) is considered a 

large effect. Therefore, an effect size of 0.5 is generally used 

without modification and represents a moderate to large 

differential effect. However, an effect size is inversely 

proportional to sample size. A smaller number of study 

participants is required when the effect size is large and vice 

versa. In fact, effect size is an important variable in calculating a 

sample size. This is often referred to as expected benefit, but it 

is usually taken as the magnitude of the effect that makes it 

worth using a new treatment to replace the previous one. 

 

Margin of error (Me): Margin of error is the random sampling 

error that represents the probability that the sample results 

deviate from the population. For example, assume a 23% 

prevalence of antimicrobial resistance among children in a study 

sample and set the error rate to 10%. This means that the range 

of antimicrobial resistance in the pediatric population is 13% 

and 33% prevalence of antimicrobial resistance in the child 

population. 

 

Root mean-square deviation of the outcome measure: It is 

important to report the root mean-square deviation of the 

outcome measure also known as the standard deviation for 

measured data. This is inferred from the literature or previous 

studies that have used the same measure. Care should be taken 

to use standard deviation rather than standard error. This should 

be the squared deviation of the outcome measure and not the 

difference in outcome measure between the intervention and the 

control. In most cases, only a few articles provided effect 

estimates with a 95% CI. The standard deviation (SD) can be 

calculated from the confidence interval (CI). The difference 

between UL (upper bound) and LL (lower bound) of CI is four 

times the standard error (SE) and therefore SD can be expressed 

as the product of SE and the square root of n, i.e. SD = SE. √n. 

 

One-tailed and two- tailed hypotheses 

The choice of one or two-tailed test is dependent on the purpose 

of the study. For instance, if research shows that a new drug is 

more efficacious in lowering blood pressure; then a one-tailed 

test may be appropriate to test the hypothesis, but if you are 

uncertain whether radical surgery is more or less effective in 

improving survival than conventional surgery
16

, then it is more 

appropriate to use a two-tailed hypothesis
15

. The values of 

parameter for both tests are identical but the distinction is in the 

critical ratio (z-score). The two hypotheses have their respective 

z-score, as shown in Table-1
17

. 
 

Design effect: Design effect (deff) is a significant component in 

the estimation of sample size
18,19

. The formula applied in the 

calculation of sample size helps estimate an appropriate sample 

size when simple random sampling (srs) method is used in 

research. However, if a srs technique cannot be used, the 

estimated sample may not be adequate, and the sample size is 

adjusted using a deff in such cases. The design effect is the ratio 

of the variance expected in clustered sampling to the variance 

expected in srs. The design effect is generally greater than or 

equal to 1. Therefore, we assume deff = 2.0 in the cluster 

design. 
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Table-1: Standardized normal distribution table
16

. 

 
 

Sometimes the goal of randomised clinical trials is to establish 

that a proposed intervention is equivalent or no inferior rather 

than superior to a standard therapy
20

. These studies have 

different goals and differ significantly in methodological 

aspects
21

. Knowledge of methodological differences in 

randomised clinical trials is quite limited. If no significant 

difference is detected, for example, between the treatments in a 

superiority study, it indicates that the treatments have similar or 

equivalent effect
14,22-27

. However, such a conclusion is 

misleading due to the possibility of missing an effect of clinical 

importance with a very small number of participants in the 

study. This review discusses various methods used to estimate 

sample size for this type and other related studies
28

. 

 

Superiority trials: A key aspect in planning randomised 

clinical trials (RCTs) is determining the required sample size. A 

superiority study has a goal of proving that an intervention is 

superior compared to a standard therapy. To calculate sample 

size, the researcher must consider some important questions, 

such as: To what extent will an intervention be more effective 

than the established therapy? The additional effect of the 

intervention relative to the standard therapy is known as the 

least relevant difference (LRD) or sometimes called a clinical 

significance, ∆. 

 

The next question is, to what extent do random factors affect the 

difference in effect between the two groups
16

? As with any other 

biological measure, treatment effects are highly random and 

must be determined and accounted for. The sample SD or 

variance, S
2
 describes the degree of dispersion and the variance 

of the effect variables can be known either from a previously 

conducted or pilot studies. 

 

The superiority trial must reveal the actual differential effect 

between the treatments as precisely as possible
16

. It is also 

important to indicate the large risks of Type-1( ) and Type-2 

( ) errors that will be acceptable in the analysis due to random 

differences that may cause discrepancies between the result of 

the final analysis and the actual difference that leads to 

erroneous results. Ideally,   and   risks should be close to 0 

(zero) but it requires extensive testing. However, limited 

resources and sample size make it necessary to accept a low risk 

of type-1 and type-2 errors. It would be of interest in many 

situations to determine benefits and harms of a proposed 

intervention relative to a control therapy, that is, "two-tailed" 

tests to determine the difference between an up and down 

association would be of interest. Therefore, we would define the 

risk of type-1 error as   up +   down, that is, 2  = 0.05. The 

risk associated with type-2 error, β is usually between 0.1(10%) 

and 0.2 (20%). The type-2 error, β risk tends to be one-sided 

following a given ∆ value that is always above or below zero 

(H0). A smaller β gives a higher probability complement 1 – β 

of not rejecting    when it is indeed correct. The sample size 

required for the intervention and control groups can be 

calculated with known values of ∆, S
2
,   and β, using a 

relatively simple general formula
13

 defined below: 

 

   
(      )

 
   

  
                        (1) 

 

Where: S
2 

is the variance     (    )    (    ) and    is 
sample size to be calculated; Z2α is a statistic that defines the 

required confidence level; 1.96, zβ is the desired power (80%), 

   is the estimated prevalence at baseline,    is the estimated 

response rate of the new intervention, ∆ is taken as the 

difference between the expected prevalence at baseline and the 

response rate of the new intervention. 

 

The right side of Table-1 will be applied if the investigator 

wishes to determine a difference in one direction and z2α would 

be replaced with zα in Equation (1). The formula in Equation (1) 

gives a good estimation of the sample size required for the 
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study. A study with two groups of equal size has its overall 

sample size to be 2n. Examples in this section were drawn from 

an existing work found useful in this review
17

. 

 

Case 1
16

: In naive cases of chronic hepatitis C, pegylated 

genotype 1 interferon plus ribavirin for three months induces a 

sustained virological response in approximately 40.0%
16

. The 

investigator wishes to verify whether a new therapeutic regimen 

can increase the sustained response in this type of patient to 

60.0% with a power (1-β) of 80.0%. The risk of   in this case is 

2 equivalent to 0.05 (5%). It is important to calculate the 

sample size that will be needed for thistrial
28

. To compare the 

proportions in this study, the variance of the difference, S
2
 

equals: 

  (    )    (     ) Where           are the proportions 

with response in the two groups. Thus, we have: 

 

                    
 

               

 

                   
 

Using Equation (1), we have  

 

   
(         )     (     )     (     )

    
 

 

 
      

    
                                               

 

Thus, 188 patients would be needed in the study. Only 120 

patients (60 in each group) were reported to have been recruited 

for the study due to various difficulties. By solving the general 

sample size formula according to   , we obtain
16

: 

 

   
√ 

 
                    (2) 

 

   
√  

√    
         =2.24 – 1.96 = 0.28 

 

From Table-1 (right part), β is interpolated to 0.39. Therefore, 

the power 1-β in this limited number of patients is now 61%. 

This significantly reduces the power and seriously reduces the 

chance of showing a significant effect. Thus, the 

inconclusiveness of the superiority test can be explained using 

the post hoc power estimate and the estimate can be used not to 

support a negative result of a superior study. 

 

Equivalence trials: An equivalence study aims to see if a new 

treatment/intervention is equally effective in controlling 

treatment. Even if no greater therapeutic effect than a control 

therapy is to be expected
16

, equivalence trials would be useful 

given that the intervention is simpler with fewer side effects or 

is not exorbitant. Generally, ∆ should not exceed half of what 

can be used in a superiority trial
27

. Equivalence between 

treatments is demonstrated if the confidence interval of the 

difference in effect between treatments is entirely between -∆ 

and +∆. In this type of trial, the H0-null hypothesis is that there 

is at least a difference (∆), and the purpose of the test is to reject 

H0 in favour of HA-alternative hypothesis that there is no 

difference
24

. The H0 and HA therefore have a reverse role in an 

equivalence trial. 

 

Although this case is a mirror image of the superiority trial. It 

turns out that ∆ has distinct meanings in superiority and 

equivalence judgments but the method of calculating the 

number of participants for the study is similar in the two types 

of trials. 

 

Case 2
16

: In the same patients described in Case 1, an 

investigator wants to do an RCT to test the accuracy of 

pegylated interferon plus ribavirin (sustained response 40%) and 

another new, less expensive therapeutic strategy with fewer side 

effects. The investigator would calculate the sample size to 

determine number of patients required in the study. The power, 

1-β of the assay is considered to be 80%. The type-1error risk 

(2 ) is taken as 5%. The treatments are assumed equivalent if 

the CI estimate of the difference relative to the continuous 

response falls completely within ±0.10 or ±10% interval
16

. 

Therefore, ∆ is given as 0.10. Then we have: 

 

                   

               

                    
 

Using Equation (1), we have  

 

   
(         )     (     )     (     )

     
 

                                             
 

Thus, 752 patients will be the required for the study. The study 

was conducted and the sustained virological responses were 

0.39 (39%) and 0.41 (41%) in the control and treatment groups, 

respectively. Difference, ∆ = 0.02with p > 0.50 which is not 

statistically significant. 

 

Non inferiority trials 

The purpose of a non inferiority study is to demonstrate that an 

intervention is no worse than the standard therapy. Therefore, in 

a non inferiority test the difference in efficacy (new therapy 

versus standard therapy) must not be smaller than ∆
16

. If the 

lower limit for the difference in efficacy between the 

intervention and standard therapy is greater than ∆, the new 

therapy will be proven non inferior. The location of the upper 

limit is not the major concern. Consequently, a non inferiority 

trial is conducted as a one-tailed study. Therefore, the sample 

size required for this study is smaller than that required for an 

equivalence study. 
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Case 3
16

: We wish to perform a similar test described in Case 2 

as a non inferiority test. Therefore, the decision must be one-

tailed, not the two-tailed equivalence trial. The distinction is that 

  would be used in place of    . Given thata type-1 error rate 

(α) = 0.05,    = 1.64 (Table-1, right side), then: 

 

                   

               

                    
 

Using Equation (1), we have  

 

   
(         )     (     )     (     )

     
 

                                          
 

Thus, 590 patients will be required for the study. The study was 

conducted and the sustained virological responses were 0.39 

(39.0%) and 0.42 (42.0%) in the control group and intervention, 

respectively. Difference, ∆ =0.03 with p > 0.50 which is not 

statistically significant. 

 

Conclusion 

In this review, we were able to discuss some relevant statistical 

concepts for understanding and estimating sample size for 

randomised controlled trials (RCTs). The RCT is discussed as 

the best way to compare the effect of treatments. This concept is 

demonstrated using randomised clinical trials of superiority, 

equivalence, and non inferiority trials with illustrative examples. 

The purpose of RCT is to demonstrate that an intervention is 

superior to a standard therapy or a placebo and can be designed 

and conducted as equivalence or non inferiority studies. The 

RCTs can also be designed and conducted as superiority studies. 

These studies have different objectives and differ in some 

methodological approaches. Knowledge of differences in 

methodological approaches in these studies is generally limited 

to the best of our knowledge and belief. This document provides 

an overview of the methodology of this type of testing, with 

particular attention to the differences in test planning, execution, 

analysis, and reporting. We hope that this review article will be 

useful to biomedical researchers and other scientists when 

estimating sample sizes for studies in a variety of disciplines, as 

the concepts and methods of calculating sample sizes discussed 

in this article are not limited to randomised controlled trials. 
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