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Abstract  

Attempts to understand the phenomenon and mechanism of speech sounds led humans to discover visual

them in terms of frequency-time graphs which helps them to understand acoustic parameters, which give the voice of humans 

‘uniqueness’. One of the emerging field of forensic science is using acoustic parameters and auditory features to pe

speaker identification test by comparing known to unknown samples. In this paper, we consider two sets of speech samples, 

questioned and known specimen speech sample data base obtained from the actual crime cases. The two speech samples 

underwent to the method of auditory analysis and spectrographic analysis. The percentage of similarities between the 

unknown sample (Questioned) and the known sample were ascertained by formant frequencies, and for numerical values 

assigned to the auditory features. Bayes’

parameters and subjective probability obtained from the auditory features. These values computed to correlate with one of 

the nine probability scales with the help of the sof

resultant probability changes, if auditory features were also taken into account along with that of the acoustic parameters 

while calculating the final similarity percentage.
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Introduction 

Several efforts have been made since last two centuries with an 

aim to understand human vocal tract, its functioning and 

mechanism so that the phenomenon of speech sounds can be 

apprehended and put to its suitable use. This phenomenon is 

wuite helpful in cases in which the recorded conversation is the 

only available evidence present.  

 

Alexander Melville Bell in 1867 was a pioneer in understanding 

and recognizing the process of speech sounds when he 

developed a form of visible speech using a type of 

symbols. 

 

Latest developments started with the experiments of Grey and 

Kopp, 1944 when they developed the sound spectrograph as a 

means of visualizing speech signals. This process was made 

more robust with the experiments of Kersta in 1962, when h

coined the term ‘voiceprint’. 

 

The most general acoustic parameters of speech include i. time; 

ii. formant frequencies; and iii. intensity distribution within all 

bands of frequency simultaneously present in the instantaneous 

speaker output. Formant Frequencies are produced of acoustic 

event in vocal tract, which can be easily altered by the 

pharyngeal, laryngeal and oral cavity musculature. Comparisons 
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Attempts to understand the phenomenon and mechanism of speech sounds led humans to discover visual

time graphs which helps them to understand acoustic parameters, which give the voice of humans 

‘uniqueness’. One of the emerging field of forensic science is using acoustic parameters and auditory features to pe

speaker identification test by comparing known to unknown samples. In this paper, we consider two sets of speech samples, 

questioned and known specimen speech sample data base obtained from the actual crime cases. The two speech samples 

the method of auditory analysis and spectrographic analysis. The percentage of similarities between the 

unknown sample (Questioned) and the known sample were ascertained by formant frequencies, and for numerical values 

yes’ Theorem was used to combine objective probability obtained from the acoustic 

parameters and subjective probability obtained from the auditory features. These values computed to correlate with one of 

the nine probability scales with the help of the software programs developed by the authors. This study reveals how the 

resultant probability changes, if auditory features were also taken into account along with that of the acoustic parameters 

while calculating the final similarity percentage. 
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Several efforts have been made since last two centuries with an 

aim to understand human vocal tract, its functioning and 

mechanism so that the phenomenon of speech sounds can be 

apprehended and put to its suitable use. This phenomenon is 

ases in which the recorded conversation is the 

Alexander Melville Bell in 1867 was a pioneer in understanding 

and recognizing the process of speech sounds when he 

developed a form of visible speech using a type of phonetic 

Latest developments started with the experiments of Grey and 

Kopp, 1944 when they developed the sound spectrograph as a 

means of visualizing speech signals. This process was made 

more robust with the experiments of Kersta in 1962, when he 

The most general acoustic parameters of speech include i. time; 

ii. formant frequencies; and iii. intensity distribution within all 

bands of frequency simultaneously present in the instantaneous 

uencies are produced of acoustic 

event in vocal tract, which can be easily altered by the 

pharyngeal, laryngeal and oral cavity musculature. Comparisons 

of these general or derived spectral/temporal parameters are the 

basis of all speaker identification sy

variation of these spectral parameters depends on phonetic 

context, in which it is desirable to minimize the phonetic source 

of variability
1-4

. Studies have been conducted on speaker 

dependent parameters are described in the literature

studies have been performed regarding statistical interpretation 

of the evidence obtained during the course of a criminal 

investigation and subsequently incorporating that evidence later 

in the final results, using the Bayes’ theorem

 

Comprehensive studies for speaker identification procedures, 

methods and linking the statistical results to a probability scales 

was conducted in 2002, 2005 and 2016

 

In this paper, a comparative study was conducted comparing a 

set of questioned speech sample with that of a known speech 

sample using formant frequencies (F1, F2 and F3) and auditory 

features.  

 

Combination of auditory features and acoustic parameters to 

calculate resultant probability was attempted in this study. The 

effect of combining auditory features with that of the probability 

derived from the acoustic parameters is the subject matter of this 

study and is finally correlated with any one of the nine 

probability scales in Forensic Speaker Recognition. 
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of these general or derived spectral/temporal parameters are the 

basis of all speaker identification systems. One source of 

variation of these spectral parameters depends on phonetic 

context, in which it is desirable to minimize the phonetic source 

. Studies have been conducted on speaker 

dependent parameters are described in the literatures
5-7

. Various 

studies have been performed regarding statistical interpretation 

of the evidence obtained during the course of a criminal 

investigation and subsequently incorporating that evidence later 

in the final results, using the Bayes’ theorem
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A new approach was attempted in this work; by using Bayes’ 

Theorem and utilizing the developed program to calculate the 

resultant probability obtained after combining auditory features 

and acoustic parameters. 

 

Materials and methods 

Sampling of Speech Material: A set of clue-words from 

questioned as well as specimen sample were obtained and 

prepared from text uttered by the suspect. The sets of clue- 

words contained different type of vowels, namely, /ӕ/, /i/, /ɑ/, 

/o/, /u/, /ʌ/, /ͻ/ and /ɛ/ which is either preceded or succeeded by 

the consonants as in CVC, VC, or CV uttered auditory similarly. 

Selected clue-words from questioned and specimen samples are 

used to extract the frequencies i.e. First Formant Frequency (F1) 

at particular location; Second Formant Frequency (F2) at 

particular location; Third Formant Frequency (F3) at particular 

location and a number of auditory features. This particular 

speaker was selected randomly from among the data base of 

actual crime case samples.  

 

Questioned speech sample has been prepared from the recording 

present in the mobile and specimen speech sample has been 

chosen from the direct recording. Both of these samples are 

digitized at the sampling rate of 22050 Hz and 16 bit 

quantization in mono signed. 

 

Experiment: A Set of clue-words were subjected to a 

spectrographic analysis using the Computerised Speech Lab 

(CSL-4500). The auditory parameters (F1, F2 and F3) at 

particular location of vowel nuclei were measured. Auditory 

features comprised of linguistic and phonetic features were 

collected. The data was entered into the software developed by 

the authors, which calculate their similarity percentages and 

weighed objective and subjective data differently in the final 

score using Bayes’ Theorem. 

 

Results and discussion 

The results of the acoustic parameters (F1, F2 and F3) at 

particular location of vowel nuclei are tabulated in Table-1.  

Auditory features comprised of linguistic and phonetic features 

are shown in the observation sheet in Figure-3.  Figure-1 shows 

the intonation pattern with formant markings of the clue-words. 

Figure-2 shows Linear Prediction Coding (LPC) of the vowel /e/ 

showing the value of its First Formant Frequency (F1 = 774 

Hz). Similarly, values of Second Formant Frequency (F2) and 

Third Formant Frequency (F3) were also measured. Values for 

Formant Frequencies (F1, F2 and F3) were measured for other 

vowels in the similar manner for questioned as well as specimen 

speech sample. 

 

Figure-3 shows the final observation sheet with the auditory 

features for both the questioned and specimen samples; duration 

of both samples, clue-words selected for the spectrographic 

analysis, their final percentage obtained after combining two 

types of values, i.e. i. those values of formant frequencies (F1, 

F2 and F3) which are similar for questioned and specimen 

speech sample. ii. and those auditory features which have 

similar values for questioned and specimen speech sample by 

using Bayes’ Theorem, number of formants used and the final 

take on the probability scale. 
 

The probability scale has been identified with the help of the 

software after careful consideration of the i. final percentage as 

shown in the observation sheet; ii. the number of formants used; 

iii. and the number of clue-words selected. This is the criterion 

which is deployed by the researchers to calculate the resultant 

probability in India. The software developed by the authors, 

weighs these three factors in calculating the resultant 

probability.  In this case, the final similarity percentage comes 

out to be 87.71%, numbers of formant frequencies used are 

three and 23 clue-words are taken, therefore, as per the criteria, 

the resultant probability is the Probable Identification. 
 

Conclusion 

Standard or traditional criteria used by the scientific 

fraternity/researchers to calculate the final probability is based 

on the following points: i. number of formant frequencies used 

in the experiment; ii. number of clue-words used in the 

experiment; and iii. similarity percentage of the similar vowels 

obtained after comparing questioned and the specimen speech 

samples i.e. acoustic (objective) features. 

 

All the above three factors were to take into account and 

considered while evaluating the resultant and final probability 

which is present among any one of the nine available verbal 

probability scales. 

 

But in this study, the percentage value calculated for the 

acoustic parameters is 90%, taking into account only those 

values of formant frequencies for vowels whose values are same 

for questioned and the specimen speech sample. 

 

Similarly, for the auditory features, this percentage is 78.57%. If 

we take into account the percentage value of acoustic 

parameters only, then we get positive identification by using the 

criteria, as in this case, we have three Formant Frequencies, 

namely F1, F2 and F3 and 23 clue-words. 

 

But the final probability which we get is the probable 

identification; this is because of the low value of percentage of 

similar auditory features. This shows that even auditory features 

can change the final results, if they are also taken into account, 

like happened in this situation and the final probability we 

obtained is Probable instead of the positive identification. 

Similarly, vice versa can also happen, e.g., if the percentage of 

similar vowels in case of acoustic parameters comes out to be 

less than 90% but the similarity percentage of auditory features 

comes out to be more than 90%, keeping other parameters like 

number of clue-words and number of formants unchanged, then 

we can get Positive identification instead of the Probable one. 
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Table-1: Features extracted for a set of clue-words for one speaker. 

English 

Transcription of      

Hindi Words 

Word 
Nuclei 

vowel 

Questioned Specimen 

F1(Hz) F2(Hz) F3(Hz) F1(Hz) F2(Hz) F3(Hz) 

Haan Hɑn /ɑ/ 774 1605 2282 774 1476 2282 

Jee ʤi /i/ 438 1186 2063 438 1186 2063 

Bhaiya Bhʌjɑ /ʌ/ 851 1818 2560 851 1818 2560 

Bhaiya Bhʌjɑ /ɑ/ 703 1341 2334 703 1341 2334 

Bhai Bhɑi /ɑ/ 651 1960 2573 651 1779 2573 

Bhai Bhɑi /i/ 593 1947 2405 593 1947 2405 

Saab Sɑb /ɑ/ 683 1528 2160 683 1657 2160 

Ne Nɛ /ɛ/ 580 1077 1773 580 1077 1773 

Bataya Bɑtɑjɑ /ɑ/ 1019 1393 2418 1019 1393 2418 

Bataya Bɑtɑjɑ /ɑ/ 1044 1399 2302 1044 1399 2302 

Bataya Bɑtɑjɑ /ɑ/ 1032 1328 2244 1032 1328 2244 

Dusri Dusiri /u/ 967 1928 2618 967 1928 2463 

Dusri Dusiri /i/ 438 1167 1792 438 1167 1792 

Dusri Dusiri /i/ 967 1709 2437 967 1709 2437 

Party Pɑrti /ɑ/ 677 1141 1573 677 1141 1573 

Party Pɑrti /i/ 490 1019 2379 490 1199 2379 

Dilli Dilie /i/ 432 1167 1850 432 1167 1850 

Dilli Dilie /i/ 451 967 2186 451 967 2186 

Dilli Dilie /e/ 664 1141 1573 664 1141 1573 

Approach Proʧ /o/ 625 1051 2701 625 1051 2701 

Karne Kʌrnɛ /ɛ/ 522 1006 2224 522 1006 2224 

Ki Ki /i/ 909 1122 1702 909 1257 1999 

Koshish Koʃiʃ /o/ 542 1122 2830 542 974 2830 

Koshish Koʃiʃ /o/ 471 1825 2824 471 1825 2824 

Rahe Rʌhɛ /ʌ/ 567 1199 1580 567 1199 1580 

Rahe Rʌhɛ /ɛ/ 529 1077 2263 529 1077 2263 

He Hɛ /ɛ/ 709 1696 2205 709 1696 2108 

IAS ʌi /ʌ/ 696 1425 2205 696 1425 2205 

IAS ʌi /i/ 613 1328 2147 613 1328 2147 

IAS Es /e/ 477 1199 1728 477 1199 1728 
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Figure-1: Waveform with phonetic transcript of words /hɑn/, /ʤi/, /bhʌjɑ/,/bhɑi/,/sɑb/ and /nɛ/ in window A and C; their respective 

spectrogram with formant marking in windows B and D. 

 

 
Figure-2: Waveform with phonetic transcript of words /hɑn/, /ʤi/, /bhʌjɑ/,/bhɑi/,/sɑb/ and /nɛ/ in window A and C; their respective 

LPC in windows B and D. 
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Figure-3: Observation sheet showing auditory features, duration, selected clue-words, number of formants used of questioned as 

well as specimen speech sample, final percentage and its correlation on the probability scale. 
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